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Exchange-only (EO) spin qubits in quantum dots offer an expansive design landscape for archi-
tecting scalable device layouts. The study of two-EO-qubit operations, which involve six electrons
in six quantum dots, has so far been limited to a small number of the possible configurations, and
previous works lack analyses of design considerations and implications for quantum error correction.
Using a simple and fast optimization method, we generate complete pulse sequences for CX, CZ,
iSWAP, leakage-controlled CX, and leakage-controlled CZ two-qubit gates on 450 unique planar
six-dot topologies and analyze differences in sequence length (up to 43% reduction) across topology
classes. In addition, we show that relaxing constraints on post-operation spin locations can yield
further reductions in sequence length; conversely, constraining these locations in a particular way
generates a CXSWAP operation with minimal additional cost over a standard CX. We integrate
this pulse library into the Intel quantum stack and experimentally verify pulse sequences on a Tun-
nel Falls chip for different operations in a linear-connectivity device to confirm that they work as
expected. Finally, we explore architectural implications of these results for quantum error correc-
tion. Our work guides hardware and software design choices for future implementations of scalable
quantum dot architectures.

I. INTRODUCTION

Fault-tolerant quantum computation is expected to re-
quire a large-scale quantum computer consisting of up to
tens of millions of physical qubits [1–6]. Spin qubits in
semiconductor quantum dots have emerged as a promis-
ing candidate for a scalable quantum architecture due to
the small characteristic size of individual qubits [7], long
coherence times, nanosecond operation timescales, oper-
ating temperature above one kelvin [8–12], and compat-
ibility with existing fabrication techniques in the well-
established semiconductor industry [7, 13–18]. The fi-
delity of quantum operations on spin qubit platforms
has progressed rapidly [12, 19–30], and device sizes of up
to 12 have recently been demonstrated in Si/SiGe dots
[18, 31, 32].

Exchange-only (EO) spin qubits, in particular, present
a compelling platform for quantum computation, as they
can be controlled solely through the exchange interac-
tion between electron spins, eliminating the need for pre-
cise local magnetic field or microwave control and con-
sequently reducing hardware complexity [33, 34]. Each
EO qubit occupies three adjacent quantum dots, and one-
and two-qubit operations are performed via a series of ex-
change interactions between pairs of dots. Recent work
has experimentally demonstrated high-fidelity one- and
two-EO-qubit operations [32, 35].

The emergence of two-dimensional quantum dot ar-
rays [36, 37] underscores the need for thoughtful layout
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choices in large arrays. Key considerations include inte-
gration of internal readout components [38], minimizing
interconnects and control lines [15, 39–42], and enabling
high-speed, high-fidelity qubit operations.

In this work, we focus on the latter, investigating how
the connectivity of the relevant dots within a larger array
influences the performance of qubit operations. The ar-
chitecture of quantum dot arrays for EO qubits presents
a rich design space with numerous possibilities for ar-
ranging and connecting EO qubits. However, exploration
of two-EO-qubit operations has been limited to a small
subset of potential configurations [43, 44]. In this work,
we investigate the interplay between architecture layout
and two-qubit gate quality by optimizing pulse sequences
directly and using the results to inform the design of lay-
outs that admit better error correction.

We introduce an efficient method for mapping fixed
all-to-all pulse sequences to arbitrary restricted dot con-
nectivities, enabling the exploration of a vast array of po-
tential device layouts. This enables us to generate pulse
sequences for several two-qubit gates across 450 unique
planar six-dot topologies. We find significant differences
in pulse sequence length across different dot connectivi-
ties, showing that EO qubit connectivity should be con-
sidered when designing large dot arrays. We also investi-
gate the impact of relaxing constraints on post-operation
spin locations, yielding free additional reductions in se-
quence length with the help of the compiler. A specific
choice of post-operation spin locations leads to a rapid
CXSWAP operation that is almost the same cost as a
standard CX. We explore the architectural implications
of our findings for quantum error correction by compar-
ing surface code performance on different dot layouts.

Our research aims to guide both hardware and soft-
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ware design choices for future implementations of scal-
able quantum dot architectures. By providing a thorough
analysis of the effects of EO qubit connectivity on two-
qubit pulse sequences, we contribute to the ongoing effort
to realize practical, scalable, and fault-tolerant quantum
computers based on semiconductor quantum dots.

II. BACKGROUND

A. Exchange-only spin qubits

Exchange-only spin qubits are a promising platform to
scalably encode qubits in silicon quantum dots. Each EO
qubit is encoded in a decoherence-free subspace (DFS) of
a three-electron-spin system, distributed over three quan-
tum dots [33, 34, 45]. The |0⟩ and |1⟩ states of the EO
qubit correspond to the singlet and triplet states of the
first two spins in the DFS, while the third spin is known
as the gauge. We refer to Ref. [45] for a more compre-
hensive explanation of the structure of the DFS.

Single-EO-qubit operations are performed via ex-
change interactions between component spins. Each
pulse is a partial swap operation USWAP(j, k, θ) =
cos(θ/2)Ijk + i sin(θ/2)SWAPjk between two spins with
some angle θ [32]. Note that an exchange pulse with
θ = π corresponds to a complete swap (up to global
phase) of the two spin states. In hardware, the exchange
interaction is performed by lowering a potential barrier
between two spins in adjacent quantum dots. Either the
barrier voltage or the duration of the operation can be
tuned to generate exchange interactions of different an-
gles. The allowed exchange interactions between spins
are thus defined by the presence of barriers between ad-
jacent dots. In this work, we assume that the barrier
voltage is the tunable knob, so that each exchange pulse
is of the same duration regardless of the rotation angle.

In the encoded EO qubit picture, an exchange inter-
action U12(θ) between spins 1 and 2 generates a Pauli Z
rotation Z(θ), and interactions U23(θ) and U13(θ) gen-
erate rotations about two other axes in the X-Z plane
of the Bloch sphere [46]. Any two of these three ex-
change axes yields universal single-qubit control. A two-
EO-qubit operation consists of a sequence of pairwise ex-
change pulses in a six-spin (two-qubit) system [45, 47];
several pulse schedules have previously been found that
implement CX and CZ operations on a small number of
dot connectivities [43–45]. However, because the set of
possible exchange interactions is restricted by the set of
inter-dot connections (barriers) present in the hardware,
not every pulse sequence can be applied as-is to a given
configuration of EO qubits on a device. Existing pulse se-
quences can be applied to any connected configuration by
inserting spin swaps (exchange interactions with angle π)
on demand to bring spins near each other; however, this
method can lead to extremely long pulse sequences (see
Section III B), which is undesirable as exchange errors
accumulate linearly with pulse count [46] and magnetic

FIG. 1. A 16-pulse sequence implementing a CX gate on two
exchange-only qubits encoded in six spins, obtained by adding
local corrections to the 12-pulse sequence from [44]. Each dot
is labeled according to its qubit (A or B) and spin index, with
gauge spins labeled A3 and B3. Each pulse is a partial swap
operation between two spins [32], which can be implemented
with the exchange interaction [33]. Brackets underneath show
groups of sequential pulses which act on disjoint dots, and
thus can in principle be applied in parallel. A different choice
of local corrections can instead yield CZ; see Appendix .

noise error scales quadratically with sequence duration
[32]. In this work, we focus on generating pulse sequences
with minimal pulse count with the aim of reducing both
sources of error.

B. Previous work on two-qubit gate sequences for
EO qubits

Ref. [33] provided the first exchange-only two-qubit
pulse sequence construction, consisting of 19 exchange
pulses in 13 layers that generates a unitary locally equiv-
alent to CX on a linear dot array (six dots connected in
a line). Using a genetic evolution algorithm, Ref. [45]
discovered a new pulse sequence (now known as the FW
sequence) for a linear dot array that is valid regardless
of the state of the gauge qubit. This sequence imple-
ments CX exactly and uses 22 pulses in 13 layers. Ref.
[43] used a similar method to find CX pulse sequences
for two nonlinear connectivities. Ref. [44] used a more
efficient constrained search to generate locally equivalent
(correct up to single-qubit gates) pulse sequences for all-
to-all connectivity and several constrained dot connectiv-
ities, recovering the FW-CX for the linear connectivity
case. Figure 1 shows how the 12-pulse locally equivalent
CX from [44] can be extended to exactly implement CX
on an all-to-all dot connectivity. Ref. [48] formalized the
FW construction and Ref. [49] generalized the construc-
tion to give sequences for CPHASE gates of arbitrary
angle.

More recently, Ref. [32] demonstrated the first ex-
perimental two-EO-qubit gates, performing FW-CX and
SWAP operations on six dots in a linear array with fi-
delities 96.3% and 99.3% respectively. This work also
introduced the leakage-controlled CX and CZ (LCCX
and LCCZ), which prevent the spread of leakage from
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qubit to qubit at the cost of a 65-70% increase in pulse
count (and comparable increase in interleaved random-
ized benchmarking error) relative to the FW-CX and CZ.

In this work, we describe and evaluate an alternative
method to obtain pulse sequences for arbitrary dot con-
nectivities, and we present pulse sequences on a much
larger set of unique connectivities that are relevant to
consider when designing upcoming two-dimensional dot
arrays.

C. Quantum error correction on spin qubits

It is generally assumed that physical quantum hard-
ware will never reach the algorithmically relevant error
rates of 10−6 to 10−12 needed for useful applications [2, 5]
due to unavoidable noise. To bridge the gap, quantum
error correction (QEC) will be used to build a logical ab-
straction layer upon which high-fidelity programs can be
implemented. With sufficiently-low physical error rates,
QEC can exponentially suppress errors by operating with
logical qubits composed of many physical qubits that un-
dergo repeated error detection and correction cycles. [50–
52].

The surface code [53, 54] is a leading approach to
quantum error correction and is attractive due to its
high physical error threshold, planar connectivity re-
quirements, and relative ease of decoding, as well as
added benefits of several specialized flavors that have re-
cently been developed to adapt to specific noise channels,
basis gates, or connectivities [55, 56]. The fundamental
action in quantum error correction is syndrome extrac-
tion, which primarily consists of layers of parallel two-
qubit gates followed by measurement of specific ancilla
qubits. Logical operations in the surface code consist
of different patterns of syndrome extraction on differ-
ent sets of qubits. It is important to note that, at the
physical hardware level, QEC (and, more specifically, re-
peated syndrome extraction) is the only algorithm we
expect to run directly on the physical hardware itself.
The exponential suppression of errors means that every
gain (or loss) in performance at the physical level is ex-
ponentially amplified at the logical level, so it is critical
to design the physical architecture to provide the best
performance when running quantum error correction.

Several works have proposed novel encodings of QEC
on spin qubit arrays [57–60], but none have yet considered
exchange-only qubits. Here, we explore simple mappings
of the standard surface code and the 3-CX surface code
[56] to several abstract hardware layouts, focusing on how
differences in pulse schedules translate to differences in
QEC resource estimates. A more thorough study of QEC
tradeoffs on exchange-only qubits is left as future work.

III. METHODOLOGY

A. Enumerating dot connectivities

We consider a broad selection of configurations of EO
qubits, which we call dot topologies. A dot topology con-
sists of six dots (holding two EO qubits) and a set of al-
lowed exchange interactions, which we represent as edges
connecting pairs of dots. In other words, a dot topol-
ogy is a unique six-node undirected graph. We consider
a total of 450 unique topologies in this work (all 6-node
connected subgraphs of the square lattice, as well as sev-
eral selected subgraphs of the triangular lattice), so we
condense them into permutation equivalence classes for
easier visualization. An equivalence class consists of all
topologies that are equivalent up to intraqubit spin per-
mutations (changing positions of spins within each EO
qubit, but maintaining the same overall qubit-level foot-
prints). Each class thus consists of up to 3!2 = 36 topolo-
gies. Figure 2a shows all permutation equivalence classes
that we consider in this work.

B. Generating pulse sequences

Many methods could be used to generate pulse se-
quences for arbitrary connectivities. Refs. [45] and [43]
used a genetic algorithm to find the FW sequence for a
CX on a linear connectivity. In principle, this approach
could be applied to find pulse sequences for any con-
nectivity of interest. However, the approach is expen-
sive (Ref. [45] reports a runtime of several weeks), and
there is no guarantee that each optimization will converge
to a desirable-length solution, which is a concern when
considering a large number of different hardware connec-
tivities. Ref. [44] uses a constrained exhaustive search
method instead, and successfully finds locally-equivalent
pulse sequences for several different dot connectivities.
Howewer, any exhaustive method will scale poorly for op-
erations that require longer sequence lengths, such as the
leakage-controlled operations from [32]; additionally, the
constraints placed on the optimization (time-symmetric
sequences with pulse angles only allowed to be multiples
of π/2) restrict the possibilities and require that the op-
timization can only be done up to local corrections, not
allowing the pre- and post-sequence single-qubit correc-
tions to be incorporated into the optimization.

Instead, inspired by the qubit routing problem in quan-
tum compiler research [61, 62], we begin with a pulse se-
quence designed for all-to-all dot connectivity and aim to
find an efficient set of spin-swaps (exchange pulses of an-
gle π) to map this sequence to any restricted connectivity
of interest. For example, consider a linear connectivity
with spins assigned A3−A2−A1−B1−B2−B3. Suppose
we wish to apply the pulse pair (A2, B2), but these two
spins are not directly connected. We can insert the spin
swaps (A2, A1) and (A1, B1) to bring the spin originally
in A2 to the location of B1, where it can now interact
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FIG. 2. (a) All permutation classes of dot topologies consid-
ered in this work. Dots of the same color indicate that they
hold spins of the same EO qubit. Top row contains all topolo-
gies that can arise in a 2D rectangular grid of dots. Bottom
row consists of additional topologies that require triangular
EO qubits. (b) Starting with an all-to-all pulse sequence and
greedily inserting spin swaps to adapt it to a restricted dot
topologies yields poor results. Each colored histogram shows
the distribution of resulting sequence lengths across all 450
dot topologies for a specific two-qubit operation. See Ap-
pendix for initial all-to-all pulse sequences.

with B2.
Swap-adding is motivated by the observation that ev-

ery known exchange-only CX sequence fundamentally
aligns with the theory of the FW sequence [48], which
involves three “quasi-Fredkin” [32] operations on sets of
the component spins. We therefore attempt to efficiently
map these fundamental operations onto each connectiv-
ity rather than solving the problem anew each time.

There are several practical advantages to the swap-
adding approach. First, compared to the constrained
search method used by Ref. [44], we no longer need to
work under a symmetry constraint. Second, our swap-
adding optimization runs very quickly; on average, it
takes seconds or a few minutes to optimize a pulse se-
quence for a single topology, and parallelization across
different topologies and different gate operations is triv-
ial. This improvement in runtime compared to earlier
works makes it far easier to iterate with new optimiza-
tion goals and could even enable more fine-grained cali-
bration such as generating unique hardware-aware pulse
sequences for different quantum dots on a device. Finally,
it is easy to find a valid solution for any connectivity, so

we will never be left without any solution; for example,
the simplest swap-adding algorithm is to step through the
all-to-all sequence and greedily add spin swaps to enable
each new pulse. However, the greedy swap-adding ap-
proach mentioned previously is highly suboptimal, as we
show in Figure 2b; this approach yields sequence lengths
of up to 60 for a CX, depending on the topology, while we
expect sequence lengths to be 28 at worst (existing lin-
ear connectivity pulse sequence). This motivates a more
intelligent approach.

1. Formulating swap routing as a shortest path problem

There are two important considerations when deter-
mining which spin swaps to insert to map a sequence
to a dot topology. First, two exchange pulses that act
in succession on the same dot pair can be merged into
one pulse with rotation angle equal to the sum of the
original two; in effect, on a hardware where exchange
pulses are fixed duration, the second pulse has become
“free”. When incrementally constructing a sequence, we
say that a previous exchange pulse is unblocked if neither
dot has participated in a different exchange pulse since
then (meaning that if we were to apply a new pulse on the
same pair, we could absorb it into this previous pulse).
Second, when two spins need to interact but are not cur-
rently in adjacent dots, there are often several choices of
swap sequences that will bring them into contact. The
choice of swap sequence can either help or hinder later
operations in the pulse sequence, depending on where all
six spins end after the application of the swaps. A no-
lookahead greedy approach will rarely choose the best
intermediate swap sequence at every step.

We encode the swap-adding optimization problem as
a shortest-path problem on a layered directed acyclic
graph, where each path from the source node to the
destination node encodes a valid sequence of exchange
pulses that realizes the desired gate. We begin by spec-
ifying the target dot connectivity (Figure 3a-b) and the
reference sequence, the all-to-all pulse sequence that im-
plements the desired operation (Figure 3c). Each layer
of the optimization graph corresponds to one reference
pulse from this sequence. Within each layer are many
nodes, each representing the application of the reference
pulse for a different configuration of spins within the dots
(Figure 3d-f). A configuration is only valid for a given
layer if the two spins involved in the corresponding ref-
erence pulse are in adjacent dots, guaranteeing that the
reference pulse can be applied. Each node has outgoing
directed edges that lead to some nodes in the next layer,
with edge weights related to the number of spin swaps
(exchange pulses of angle π) needed to transition from
the first node to the second by permuting the spins to
the new configuration. Figure 3 shows several nodes of
an example optimization graph.

Each node also has information on the current “un-
blocked exchange pulses” that are available to absorb a
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FIG. 3. The optimization graph used to find a pulse sequence for a given dot configuration, described in Section III B 1. (a)
Configuration of the two EO qubits of interest within a larger 2D grid of dots, with labeled spins comprising qubits A and B.
Allowed exchange interactions are indicated by lines between dots. (b) Connectivity of the selected (numbered) dots, encoding
the allowed exchange interactions. (c) Ideal all-to-all CX pulse sequence (assuming any exchange interaction is allowed). Not
all of these edges are present in the connectivity of interest, so spin swaps must be interleaved to shuffle the spins between
dots and bring the desired spins into contact. (d) A node of the optimization graph. Each node corresponds to the application
of one of the reference pulses from the all-to-all sequence. At this layer, the pair (B2, B3) is applied, so B2 and B3 must be
in neighboring dots. Note the highlighted dot pairs (A2, B1) and (B2, B3) in red, corresponding to the most-recently-applied
pulses. (e) An edge between nodes represents the insertion of spin-swap operations (exchange interactions). In this case, we
perform spin swaps to move spin A2 from dot 3 to dot 5, where it can interact with B3 as desired. The weight of this edge
is the total number of new pulses that will be added to the sequence: the first spin swap on dots (2,3) can be absorbed the
previous pulse (A2, B1); however, the second spin swap and the (A2, B3) reference pulse each add one to the sequence length,
so the overall edge weight is 2. (f) An edge to a different node in the next layer. In this case, we apply two spin swaps which
can both be absorbed into previous pulses. The weight is 1 due to the (A2, B3) pulse that is applied in the next node.

potential future pulse. The weight of an edge is the total
number of additional pulses required to perform the spec-
ified spin swaps and the destination reference pulse, af-
ter absorbing any possible pulses into previous unblocked
pulses.

Finally, there is a single source node that specifies the
initial locations of all six spins in the dot topology, and
there is a single destination node which does not cor-
respond to a reference pulse but instead enforces that
the final locations of all six spins are identical to the
initial locations. In this optimization graph, any path
from source to destination must contain one and only
one node from each layer, and so the sum of edge weights
along any path from source to destination is equal to the
length of the pulse sequence formed by the pulses on the
nodes and edges of the path. We can therefore use a sim-
ple shortest-path algorithm to find the shortest sequence.
The exact pulses of the sequence can then be constructed
by traversing this path and inserting the specified swaps
and reference pulses from each edge and node along the
way.

Our code is written in Python using the networkx
package. In the problem instances that we consider, we
find that we can exactly solve any single swap-adding
optimization in only a few minutes. However, for larger
problems, such as a single-step weight-four parity check
[63], the search graph could be constructed on demand

instead of ahead of time, and approximate or heuristic
methods could be used for pathfinding.

2. Note on optimality

This graph-based search will find the optimal solution
to map a fixed all-to-all sequence to a specified dot topol-
ogy. However, it does not account for the flexibility of
changing the order of certain pulses in the all-to-all se-
quence. For example, the fourth and fifth pulses in the
all-to-all CX shown in Figure 1 can be applied in either
order, but our current optimizer does not directly account
for this. We experimented with changing the ordering of
pulses in the all-to-all sequence and did not see significant
variation in results. We intend to extend the optimizer
to account for this flexibility in the future.

C. Modifying final spin locations

We now discuss two examples of modifications to the
search graph that can yield interesting alternative opera-
tions. In the implementation described previously, there
is a single destination node in the search graph that cor-
responds to the state where all six spins are located in
the dots where they began. This ensures that any valid
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FIG. 4. Optimized CX sequence lengths, grouped by permutation equivalence class. Within each class, blue line spreads from
minimum to maximum sequence length and black x denotes mean. For rectangular-grid topologies, dark blue represents the
“control” qubit of the CX and magenta the “target”. For non-rectangular-grid topologies, green represents the “control” and
gold the “target”.

pulse sequence must return the spins to their initial lo-
cations. However, we can change this final destination
node or add other possible destination nodes to specify
other optimization targets.

1. CXSWAP

Alternatively, we can set the mapping so that spins
A1 and B1 are exchanged, A2 and B2 are exchanged,
and A3 and B3 are exchanged. This corresponds to a
qubit-level SWAP operation in addition to the original
reference operation. Using this optimization graph, the
resulting pulse sequences will yield CXSWAP operations
instead of CX, potentially with shorter pulse sequences
than those required to do the distinct operations sequen-
tially, by permuting the qubits during the application of
the operation. This yields the following two-qubit gate
matrix:1 0 0 0

0 0 1 0
0 1 0 0
0 0 0 1


SWAP

·

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


CX

=

1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0


CXSWAP

(1)

CXSWAP-like gates are the fourth and final class (up
to single-qubit Cliffords) of Clifford two-qubit operations
along with Identity-like, SWAP-like, and CX-like gates.
Consequently, a fast CXSWAP operation provides inter-
esting opportunities for QEC design, where syndrome
extraction circuits are typically made up entirely of Clif-
ford gates. Ref. [56] showed that the surface code can
be expressed with CXSWAP (or iSWAP, which is lo-
cally equivalent) as the two-qubit basis gate rather than
CX, suggesting that these gates may be useful for other
QEC circuits. For example, by replacing some CXs with

CXSWAPs, a 4+1 flag fault-tolerant code [64] could be
adapted to degree-4 connectivity, or the stepping surface
code [56] could be performed in place (maintaining its
advantageous leakage reduction properties while elimi-
nating the extra qubit overhead typically needed for this
circuit). A fast CXSWAP in place of a CX may also
prove useful when adapting QEC to sparsely connected
qubit arrays that may be necessary in spin qubits due to
the relatively large size of current state-of-the-art readout
components [38].

2. Relaxing spin location constraints

Alternatively, instead of modifying the default spin lo-
cation constraint in the final layer, we can relax the con-
straint by allowing several possible spin permutations in
the final layer. In the search graph, we add several ad-
ditional destination nodes, each of which corresponds to
a different final mapping of spins. We can then search
for the shortest path from the source to any destination
node (which is not significantly harder than the original
shortest path problem). We find that this relaxation can
lead to sequences that are several pulses shorter.

We specifically focus on the case where we allow any in-
traqubit spin permutations such that the qubit-level foot-
prints remain the same but spins 1, 2, and 3 can be shuf-
fled within each qubit. Each optimized pulse sequence
must choose a specific spin permutation to apply. When
compiling a quantum program to the device, the com-
piler can simply track the known repositioning of spins
as these operations are successively applied, and pick the
correct next pulse sequence given the prior spin locations.
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FIG. 5. Optimized sequence lengths for five different two-qubit operations, for a selected set of permutation equivalence classes.

FIG. 6. CX and CXSWAP sequence lengths for selected permutation equivalence classes, with and without intraqubit spin
permutations allowed. Across all topologies, CXSWAP is 22.2% shorter than applying CX and SWAP operations sequentially
and is only 7.34% longer on average than CX. For both CX and CXSWAP, allowing permutations reduces the average and
maximum sequence length within each equivalence class.

IV. OPTIMIZED SEQUENCE RESULTS

We run our optimizations over the full collection of dot
topologies and present the results aggregated within each
permutation equivalence class.

A. Standard operation sequence lengths for
different topology classes

Figure 4 shows the optimized sequence lengths for a
CX operation on all 450 dot topologies in considera-
tion. The results are organized by permutation equiv-
alence class (see Section III A). Observe that the linear
dot topology class (rightmost) yields the longest pulse se-
quences. Generally, as the dots become more connected,
shorter CX sequences become possible. For example, the
“linear-parallel” permutation class (seventh from left) has
a maximum-in-class length of 22 compared to 28 for the
fully linear class, corresponding to a reduction of 21.4%.
For the furthest left topology class consisting of two
densely connected triangular qubits, maximum-in-class
sequence length is reduced to 19, a 32% reduction.

Figure 5 shows optimized sequence lengths for an ex-
tended set of gates (CX, CZ, iSWAP, LCCX, and LCCZ)
over a selected subset of relevant topology classes (the
connectivities that we believe to be the most promising
when considering integration into a larger array). Across
all five two-qubit operations, a similar trend emerges:
denser dot connectivities yield faster two-qubit opera-
tions. LCCX and LCCZ, the “leakage-controlled” ver-
sions of CX and CZ that avoid the spread of leakage from
one qubit to another [32], are constructed by applying
two CX-like sequences with a single-qubit operation in
between; thus, they are significantly longer. On average,
our optimized leakage-controlled variants of CX and CZ
are 60-70% longer than the standard CX and CZ.

These results show the importance of considering dot
connectivity when designing a large quantum dot array
for exchange-only qubits. Significant improvements in
two-qubit operation fidelity can be achieved simply by
changing the way two EO qubits are connected. In ad-
dition, if SWAP operations are expected to be necessary
during computation, consider that a “linear-parallel” pair
of qubits can be fully swapped with 3 exchange pulses in
a single maximally-parallel step, while a fully linear pair
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FIG. 7. Experimental truth-table validation of pulse sequences. (a) 12 quantum dot Tunnel Falls device. Dots P4,P5,P6 and
P7,P8,P9 are used for the two EO qubits. (b) Summarized results comparing sequence length and truth-table overlap. (c-d)
Example truth tables for iSWAP and CX two-qubit gates for specific spin configurations. (e) Truth-table overlap results for
the five gate types and eight spin configurations, without SPAM corrections. CX-type gates are performed with qubit A as
control and qubit B as target.

of qubits will require 9 exchange pulses in 6 steps.
Finally, we note that this particular optimization did

not find a 22-pulse CX for linearly connected EO qubits,
although such a sequence is known to exist [45]. This
is due to the choice of the initial all-to-all sequence (i.e.
the choice of the local corrections at the start and end
which are needed to generate the full CX); choosing a se-
quence equivalent to that from [45] would indeed result
in our optimizer finding a 22-pulse sequence for that con-
nectivity. For simplicity, the results we present here are
all obtained from a single all-to-all CX sequence (Figure
1), but for a more heavily optimized pulse library, our
optimizer could be run with many variations of initial
sequences and the best result for each topology could be
kept, which is still feasible due to the fast runtime of our
optimizer.

B. Effects of spin permutation constraints

Figure 6 shows optimized sequence lengths for variants
of CX with different final spin location constraints (ex-
plained in Section III C). Across all 450 dot topologies,
allowing intraqubit spin permutations (“CX-permute”)
yields a 0-13% (mean 5.7%) reduction in sequence length.
Notably, the worst linear topology CX can be performed
in 25 pulses instead of 28. We emphasize that there is
no penalty to replacing CX with CX-permute; the com-
piler simply needs to track the applied permutations and
account for them in future operations.

Additionally, observe that the CXSWAP operation
(which is a CX sequence with final spin location con-
straints that enforce a qubit SWAP) is similar in length

to the CX itself. Across all topologies, CXSWAP is
between 8.7% shorter and 27% longer (mean 7.34%
longer) compared to a standard CX. Compared to a stan-
dard CX and a standard SWAP applied sequentially,
the optimized CXSWAP is 4.8-35.7% shorter (mean
22.2%). When intraqubit permutations are allowed, the
CXSWAP-permute is an average of 7.2% longer than
the CX-permute and 23.5% shorter than CX-permute
and SWAP in series. With these optimized sequences, a
SWAP operation can be applied for very low cost when-
ever a CX (or any other two-qubit operation) is being
applied to a pair of qubits, which may be beneficial for
certain QEC applications, as discussed in Section III C 1.

V. EXPERIMENTAL VALIDATION

The pulse sequences presented in the previous section
have been compiled into a library available at [65]. This
library has been integrated into the Intel Quantum Com-
piler and the Intel quantum hardware stack, allowing the
pulse sequences to be queried on demand based on the
target dot connectivity.

This allows us to experimentally demonstrate the de-
scribed pulse sequences for the CX, LCCX, iSWAP and
SWAP gates. We use an Intel-fabricated Tunnel Falls
device [17, 18] to bring a linear array of six quantum
dots into the (1,3,1,1,3,1) electron regime, and tune the
exchange couplings between the quantum dots so that
we can encode two exchange-only qubits [32, 46]. The
Pauli spin blockade (PSB) technique [7] is used to per-
form the spin-to-charge conversion, allowing both qubits
to be read out using a sensing quantum dot. With PSB
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GridL HexTri DenseHexTri

HexLinear

FIG. 8. Top: The four dot layouts considered in this study. Names denote the qubit-level connectivity (Grid or Hex) and
the dot-level connectivity (Linear, L, Tri). Thick dark blue lines indicate intraqubit connections and thin gray lines indicate
inter-qubit connections. Bottom: Example CX pulse sequences for three different two-EO-qubit connectivities. More densely-
connected qubits yield shorter pulse counts (23 for Linear vs. 18 for DenseTri); however, note that the number of fully-parallel
layers (14-15) remains similar.

and post-selection, we avoid initialization into leakage
states and can reliably initialize the system into its |00⟩
state.

Figure 7 summarizes the experiments used to verify
the gate action of the two-qubit gates of interest. De-
pending on the positions of the gauge dots in the two
qubits, different pulse sequences are required to perform
the desired gate action. In the linear dot connectivity,
we query pulse sequences for eight different gauge spin
configurations for the CX and LCCX gates and four dif-
ferent configurations for the SWAP and iSWAP gates
(as they act symmetrically on the two qubits). The
EO qubits are initialized in a fixed configuration; to effi-
ciently access the different configurations, the spin states
of the electrons on the respective qubits are selectively
swapped by applying a series of three π-pulses after ini-
tialization. The gate action characterization is performed
using truth-table measurements in which the computa-
tional basis states are prepared, the gate under question
is applied, and the resulting two-qubit state is measured
in the computational basis [28, 66, 67]. We calculate the
truth-table overlap of the measured classical probabilities
Pmeas with the probabilities of the ideal gate action Pideal
over the basis states as Tr(PmeasP

−1
ideal)/2

nqubits . State
preparation and measurement (SPAM) error contribu-
tions can be characterized using the above scheme with
an identity gate on both qubits, which yields an average

truth-table overlap of 87.9% for the four different con-
figurations. Without SPAM corrections, we characterize
the classical fidelities averaged over the respective con-
figurations for the SWAP, iSWAP, CX, and LCCX to be
83.6%, 81.2%, 79.4%, and 79.5% respectively. These re-
sults confirm that the pulse sequences work as expected;
a full characterization of the gate action using quantum
process tomography or similar techniques is beyond the
scope of this work.

Figure 7b shows that truth-table overlap tends to de-
crease as pulse sequence length increases; however, the
LCCX appears to exhibit some degree of noise resilience
compared to the standard CX, achieving similar error
rates despite much longer sequence length, as observed
in Ref. [32].

VI. CASE STUDY: ERROR CORRECTION ON
DIFFERENT HARDWARE LAYOUTS

While we have shown that changing EO qubit con-
nectivity can significantly reduce pulse count for two-
qubit gates, it remains unclear how this will translate to
system-level, error-corrected device performance. In this
section, we present several different abstract hardware
layouts with different EO qubit topologies and evaluate
the number of qubits needed to reach the teraquop regime
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(10−12 logical error rate) in different noise regimes.

A. Evaluated dot layouts

Figure 8 shows the four layouts that we consider in
this study. Layout name denotes the qubit-level connec-
tivity (Grid or Hex) and the dot-level connectivity (L,
Tri, Linear). Depending on the qubit connectivity, we
map a section of the bulk of either the 4CX (grid) or
3CX (hex) surface code [56] to the layout. We then spec-
ify the schedule of two-qubit gates that corresponds to
one round of syndrome extraction and compile the cor-
responding pulse-level schedule consisting of pairwise ex-
change pulses. Each schedule consists of four layers of
CX gates. We allow post-operation intraqubit spin per-
mutations to reduce pulse count, tracking the positions
of spins during the schedule to apply the correct pulse
sequence at each step. Figure 9 shows the average num-
ber of pulses per CX for a QEC cycle on each layout.
As expected, the linear-connectivity layout has the high-
est average length, and the dense triangular connectivity
yields the lowest average length.

B. Parallelism restrictions

Current EO experiments [32] have used fully-sequential
pulse sequences, meaning that the duration of a sequence
is directly determined by its pulse count. However, some
degree of parallelism across a device will be necessary for
large-scale quantum computation. In a two-dimensional
quantum dot array, considerations such as classical con-
trol signal crosstalk [32] or gate virtualization [68–71]
may limit the parallelism of exchange pulses. Pulse paral-
lelism is important to reduce the gate duration tgate; since
T ∗
2 errors scale with (tgate/T

∗
2 )

2, reducing the gate dura-
tion can significantly improve performance. We consider
three conditions: Full parallelism, where each pulse in the
schedule is performed as early as possible; N-restricted,
where two neighboring quantum dots cannot both per-
form exchange interactions with other dots at the same
time; and NN-restricted, where this restriction extends to
next-nearest neighbors. We compile the pulse schedule
for all CX gates in a full QEC round, scheduling each in-
dividual pulse as early as possible within the parallelism
restrictions.

Figure 10 shows the total durations of the compiled
QEC cycle schedules for each layout under the three par-
allelism conditions. Interestingly, with full parallelism,
all layouts have almost identical durations, so we would
expect them to all have similar levels T ∗

2 -induced errors.
However, with parallelism restrictions, the HexTri lay-
out becomes significantly shorter than the others. The
DenseHexTri layout, which has the shortest pulses-per-
CX count, performs relatively poorly in restricted paral-
lelism settings, implying that denser connectivities may
suffer more from neighbor-based parallelism restrictions.

HexLinear GridL HexTri DenseHexTri
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FIG. 9. Average pulse count per CX for QEC round on each
layout. As expected, more densely-connected layouts yield
shorter pulse sequences.
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FIG. 10. Schedule length for one full QEC cycle of CX gates,
under various parallelism restrictions. Here, “length” refers to
the duration of the schedule in terms of the number of steps,
where many pulses can be applied in parallel during each step.

From these full-QEC-cycle pulse schedules, we then re-
cover the schedule for each individual two-qubit gate, pre-
serving the parallelism or serialization of pulses and in-
cluding any idle time induced by parallelism restrictions,
to simulate individually under noise.

C. Noisy simulation

We consider noise characterized by T ∗
2 , the ergodic de-

phasing time of an individual spin, and by ∆J , the unit-
less exchange error. For fixed values of these parameters,
we simulate evolution under the time-varying Hamilto-
nian

H(t) = ϵz
∑
i

Sz
i +

∑
ij

Jij(t)Si · Sj

}
Hideal

+
∑
i

δϵ
z

i Sz
i +

∑
ij

δJijJij(t)Si · Sj

}
Hnoise,

(2)

where ϵz is the constant Zeeman term (assuming no mag-
netic field gradients or g-factor variations between the
spins), Si (Sz

i ) is the spin operator (z component) for
spin i, and Jij(t) is the ideal schedule of exchange pulses
between spins i and j. Zeeman noise δϵ

z

i is sampled from
the normal distribution N (0, σ =

√
2ℏ/T ∗

2 ), and unitless
exchange error δJij is sampled from N (0, σ = ∆J) for each
quasi-static simulation shot. We consider the high mag-
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FIG. 11. Teraquop footprints for all four layouts, under different parallelism conditions and in different noise regimes. The
ratio tpulse

T∗
2

varies along the x axis and each plot contains three groups of lines corresponding to different ∆J strengths.

netic field (∼ mT) limit such that the impact of δϵ
x,y

i is
negligible compared to δϵ

z

i .
For each gate two-qubit gate, we simulate the pulse

schedule as a unitary evolution of the 6 electron spins,
and then compute its effect on the qubit subspace. The
two-EO-qubit gate infidelity is calculated as the sum
of leakage and unitary error within the qubit subspace.
We calculate the average fidelity over 20 quasistatic in-
stances, which we then use in the Stim simulations of the
surface code described in the next section.

D. Teraquop footprint calculation

We adapt the Stim simulation code from [72] to calcu-
late the teraquop footprints. After each two-qubit gate
in the Stim circuit, we add two-qubit depolarizing noise
with probability corresponding to the simulated fidelity
of that particular gate. For several choices of code dis-
tance, we perform X- and Z-basis logical memory exper-
iments and combine the X and Z error rates to obtain
the overall logical failure rate per QEC round. We then
project the code distance that would be needed to reach
a logical failure rate of 10−12 and calculate the corre-
sponding number of physical qubits needed to construct
one logical qubit (the teraquop footprint). This footprint
is a function of the simulated two-qubit gate error rates
from the previous section.

The results are shown in Figure 11. The three plots
show data for the three different parallelism restrictions
in different noise regimes. We sweep tpulse/T

∗
2 on the

x axis for three fixed values for ∆J . Due to the many
simplifying assumptions used in this analysis, we do not
intend these results to be exact resource estimates, but
rather we wish to study the extent to which the different
pulse schedules in the same noise regime can affect the
quantum error correction overhead.

For the full parallelism case, we see little difference
between hardware layouts, except in the regime of very

strong ∆J noise. However, with parallelism restrictions,
differences begin to emerge. For NN-restricted paral-
lelism, with ∆J ≈ 0.5% and tpulse/T

∗
2 ≈ 0.1%, HexTri

(green) has a teraquop footprint of around 300 qubits,
while DenseHexTri’s (yellow) footprint exceeds 10,000
qubits to create a logical qubit of equivalent error rate.
HexLinear and GridL would require about 1,000 qubits
each.

Overall, these results show that program-level perfor-
mance cannot be predicted simply by looking at individ-
ual pulse sequences for linear or triangular connectivities.
It is critical to evaluate pulse sequences in the context in
which they will be performed in real applications to draw
meaningful conclusions.

VII. DISCUSSION

In this work, we provided a complete set of pulse se-
quences to implement two-qubit gates on exchange-only
spin qubits in hundreds of unique connectivities using an
efficient optimization method. Compared to linear con-
nectivity, we found a reduction of up to 42.8% in sequence
lengths across all connectivities, which could yield con-
siderable improvements in gate fidelity if taken into ac-
count when designing hardware. We introduced the new
abstraction of gates up-to-spin-permutations, achieving a
free reduction in average sequence length when the com-
piler can track spin locations.

However, as we saw in the QEC case study, the length
of individual pulse sequences does not tell the whole
story. Device-level parallelism restrictions can dramati-
cally change the tradeoff between different connectivities,
and relatively minor differences in pulse sequences can
translate to critical differences in resource cost. The ex-
ponential error suppression of QEC greatly rewards any
minor improvement in physical performance and pun-
ishes any inefficiency. Pulse sequences are only one part
of the operation of a quantum computer but may be a
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key part of the make-or-break situation typical of QEC.
We envision several areas of future work to further ex-

plore pulse-aware layout design and to improve pulse se-
quences themselves. Our QEC study involved four hand-
picked layouts, but a more systematic automated search
of the quantum dot array design space is needed, pay-
ing more attention to potential restrictions arising from
large internal readout components and fabrication con-
straints. Additionally, incorporating gate fidelity directly
into the optimization, rather than relying on pulse count
as a proxy, may lead to pulse sequences with better on-
chip performance.

This work is the first step towards pulse-informed,
QEC-informed hardware design for EO systems. The
design space for quantum dot arrays is extensive, giving
the opportunity to tailor a layout and schedule to the
specific QEC scheme and hardware constraints at hand.
We believe that similar co-design considerations will
be critical to enable highly scalable, highly performant
quantum computing on exchange-only qubits in silicon.
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The complete library of pulse sequences is publicly
available at [65].
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FIG. 12. All-to-all sequences used as reference sequences in the optimization algorithm.

Appendix: All-to-all pulse sequences

In Figure 12, we show the all-to-all pulse sequences for
CX, CZ, iSWAP, LCCX, and LCCZ that are used in the
optimization to obtain the pulse sequences presented in
the main text.

The all-to-all CX pulse sequence was obtained by
adding local corrections (the four pulses with non-π/2
angles) to the sequence from Ref. [44] to yield a full CX

operation. The CZ was obtained similarly with differ-
ent local corrections. The iSWAP operation is locally
equivalent to CX + SWAP + single-qubit corrections,
so we took the all-to-all CX pulse, added an all-to-all
SWAP (three π pulses) and the appropriate single-qubit
corrections, and then removed/fused exchange pulses to
reduce the final sequence length. The all-to-all LCCX
and LCCZ were obtained by removing/fusing exchange
pulses starting from the sequences presented in [32].
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